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INTRODUCTION
• DETECTION OF FACES: Dependent on a mixture of top-down 

processes (i.e., contextual & expectancy-driven [2]) and bottom-up processes
(i.e., stimulus-bound [1]). 

• PREDICTIVE PROCESSING: Assumes the brain implements a 

hierarchical generative (Bayesian) model of the environment. [cf. 3]

• ILLUSORY FACE DETECTION (IFD): Can be described as a “reality 

discrimination error” [5] or “the subjective belief to have perceived a face, in 
absence of bottom-up facial features in a ambiguous target stimulus”

• GOAL OF THIS STUDY: (1) Formalize belief trajectories during
IFD-task through cognitive-computational modeling. (2) Extract
trial-level model-parameters for subsequent neuro-modeling.
(3) Identify computationally specialized regions within the
cortical IFD-network through hierarchical linear neuro-
modeling.
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CONCLUSION / DISCUSSION
• There appears to be a specialized network of ROIs that encodes specific computational aspects of IFD (Figure 3).
• Main explanatory predictive-processing variables of ROI-specific cortical activity: trial-level prior uncertainty and prediction-errors.
• Main involved cortical ROIs: right IFG scaling positively with prior uncertainty, left IOG scales negatively with prior uncertainty but

positively with the prediction error, right IOG scales positively with the prediction error.
• Further research: High-powered replication, confounding variables exploration, Bayesian non-parametric hierarchical models, comparison

of top-down and bottom-up computational networks.
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Data-collection Cf. [1] In this study… (Niehaus et al., in-prep)

Figure 1. Pure-noise illusory face-

detection task as implemented by [1].
Subjects are instructed to detect faces
(binary 2A forced-choice) and that in 50%
of the upcoming stimuli faces will be
visible. However, only B&W-noise stimuli
are presented throughout the entire task.
Plot adapted from [1]. Required model complexity

for accurate parameter 
estimation
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Goal: Reanalyze data collected by [1] and estimate single-trial 

ROI averaged BOLD-activity indices using Least-squares-separate 
GLM-methodology.

Goal: Estimate single-trial model-

parameter time-series that reflect 
distinct elements of predictive 

processing (e.g. prediction error).

Goal: Identify computational 

specializations of face-sensitive ROIS 
through model-parameter covariation 

with BOLD-activity.

SINGLE-TRIAL NEURO-MODELING RESULTS

Figure 3. Results of the hierarchical linear Bayesian neuro-modeling (hlBm). Separate hlBm estimated per

predictive processing component/ model-parameter ( e.g. prediction error). βMAP denotes ROI-specific
unstandardized maximum-a-posteriori random-slope regression weights in original scale. Fixed regression terms:
‘measurement-time’ := Baseline variability in BOLD-signal across measurement time. Random effect terms: ‘(1 +
modelparameter│ROI)’:= Baseline BOLD variability with target effect variability across ROIs, ‘(1 +
modelparameter│subject)’:= Baseline BOLD variability with target effect variability across ROIs. rIFG denoted the
right inferior frontal gyrus. IOG denotes the inferior occipital gyrus incl. OFA.

Generic model structure (LME4-syntax): 
DV ~ 1 + measurement-time

+ (1 + modelparameter│ROI)
+ (1 + modelparameter│subject)

Figure 1. Median percentage of

‘successful’ illusory face detections
across all subjects (N=10) split by
measurement time. No relevant
contrasts within-subjects with 𝑩𝑭𝟏𝟎 ≤
. 𝟑𝟎𝟗.

Figure 4. Subject specific parameter estimates of the hierarchical Gaussian filter model (HGF, cf. [4]) split by

measurement time (i.e. date). The HGF allows two type of estimable parameters: dynamic trial-level parameter

(e.g. prior prediction, prediction error) and subject-specific parameters (i.e. 𝝁𝟎
𝟐 and 𝝎𝟐). 𝝁𝟎

𝟐 can be interpreted as

the subject-specific prior-belief (in probability space) before performing the first trial (𝒕=𝟎) of the modeled task.

𝝎𝟐 denotes the subjective time-invariant perception of environmental volatility (in arbitrary units) – relatively
closer to zero denotes higher perceived volatility.

Initial latent belief over 𝑷 𝑭𝒂𝒄𝒆=𝒀𝒆𝒔 𝒕=𝟎
(𝜇0

2, within-subjects all contrasts 𝐵𝐹10 ≤ .537)

Subject perception of volatility 𝐕𝐚𝐫[𝑷 𝑭𝒂𝒄𝒆=𝒀𝒆𝒔 𝒕+𝟏 ]
(𝜔2, within-subjects all contrasts 𝐵𝐹10 ≤ 1.081)

https://mbb-team.github.io/VBA-toolbox/wiki/BMS-for-group-studies/#rfx-bms
https://python.arviz.org/en/stable/api/generated/arviz.compare.html

